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Abstract This paper will be both to give an in-depth
analysis as well as to present the new material on the
notion of context-aware computing, an idea that com-
puting can both sense and react accordantly based on its
environment. The paper formalizes context-awareness
process using coalgebraic language, including the
coalgebraic definition of context-awareness, bisimula-
tion between context-awarenesses, homomorphism be-
tween context-awarenesses and context-awarenesses as
coalgebras. Discussions for further development based
on this approach are also given.

Keywords context-awareness · context-aware
computing

1 Introduction

In design of context-aware systems, one of the limi-
tations of the current design approaches is that when
increasing (fully or partially) the context-awareness of
computing, the semantics and understanding of the
context-awareness process become difficult to capture
for the design [18]. As motivation, the context-awareness
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process should be carefully considered under a suitably
rigorous mathematical structure to capture its seman-
tics completely, and then support an automatic design
process, in particular, and applications of context-aware
computing, generally [16, 17, 19].

Both initial algebras and final coalgebras are mathe-
matical tools that can supply abstract representations
to aspects of the context-awareness process [17]. On
the one hand, algebras can specify the operators and
values. On the other hand, coalgebras, based on a col-
lection of observers, are considered in this paper as
a useful framework to model and reason about the
context-awareness process. Both initiality and finality
give rise to a basis for the development of context-
awareness calculi directly based on and driven by the
specifications. From a programming point of view, this
paper provides coalgebraic structures to develop the
applications in the area of context-aware computing.

A coalgebraic structure provides an expressive, pow-
erful and uniform view of context-awareness, in which
the observation of context-awareness processes plays a
central role. The concepts of bisimulation and homo-
morphism of context-awareness are used to compute
the context-awareness process.

2 Outline

The paper is a reference material for readers who
already have a basic understanding of context-aware
systems and are now ready to know the novel approach
for formalizing context-awareness in context-aware sys-
tems using coalgebraic language.

Formalization is presented in a straightforward fash-
ion by discussing in detail the necessary components
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and briefly touching on the more advanced compo-
nents. Some significant coalgebraic aspects, including
justifications needed in order to achieve the particular
results, are presented.

The rest of this paper is organized as follows:
Section 3 briefly describes related work and existing
concepts. Coalgebraic definition of context-awareness
is the subject of Section 4. Section 5 presents relation
of bisimulation between context-awarenesses. Homo-
morphism between context-awarenesses is investigated
in Section 6. We consider context-awarenesses as coal-
gebras in Section 7. In Section 8, we briefly discuss
our further development. Finally, Section 9 is a brief
summary.

3 Related work and existing concepts

Most notions and observations of this paper are in-
stances of a theory called universal coalgebra [5, 12].
In [11, 14], some recent developments in coalgebra are
presented.

The programming paradigm with functions called
functional programming [1, 3, 4, 7, 9] treats compu-
tation as the evaluation of mathematical functions.
Functional programming emphasizes the evaluation of
functional expressions. The expressions are formed by
using functions to combine basic values.

The notion of bisimulation is a categorical gener-
alization that applies to many different instances of
infinite data structures, various other types of au-
tomata, and dynamic systems [5, 11, 12]. In theoreti-
cal computer science, a bisimulation is an equivalence
relation between abstract machines, also called the
abstract computers or state transition systems (i.e., a
theoretical model of a computer hardware or software
system) used in the study of computation. Abstraction
of computing is usually considered as discrete time
processes. Two computing systems are bisimular if, re-
garding their behaviors, each of the systems “simulates”
the other and vice-versa. In other words, each of the
systems cannot be distinguished from the other by the
observation.

Homomorphism is one of the fundamental concepts
in abstract algebra [10], which scrutinizes the sets of
algebraic objects, operations on those algebraic objects,
and functions from one set of algebraic objects to
another. A function that preserves the operations on
the algebraic objects is known as a homomorphism. In
other words, if an algebraic object includes several op-
erations, then all its operations must be preserved for a
function to be a homomorphism in that category [8, 15].

4 Coalgebraic definition of context-awareness

Definition 1 (Context-Awareness) Let T be a (finite or
infinite) set of contexts. A context-awareness with set
of contexts T is a pair 〈SYS, 〈oSYS, eSYS〉〉 consisting of

– a set SYS of states,
– an output function oSYS : SYS −→ (T −→ 2), and
– an evolution function eSYS : SYS −→ (T −→

SYS).

where

– 2 = {0, 1},
– oSYS assigns, to a state c, a function oSYS(c) :

T −→ 2, which specifies the value oSYS(c)(t) that
is reached after a context t has been developed. In
other words,

oSYS(c)(t) =
{

1 when t becomes fully available, or
0 otherwise

– Similarly, eSYS assigns, to a state c, a function
eSYS(c) : T −→ SYS, which specifies the state
eSYS(c)(t) that is reached after a context t has been
developed. Sometimes c

t−→ c′ is used to denote
eSYS(c)(t) = c′.

Generally, both the state space SYS and the set
T of contexts may be infinite. If both SYS and T
are finite, then we have a finite context-awareness,
otherwise we have an infinite context-awareness. The
function 〈oSYS, eSYS〉 can be explained as detailed from
two different aspects of context-awareness, using an
analysis and universal view, below.

4.1 Analysis view of context-awareness

The function 〈oSYS, eSYS〉 is a tool or technology for
building the context-awareness process. The set of con-
texts T as input data flow join with the state infor-
mation of a state-based structure, denoted by SYS, to
built up the context-awareness process that will eventu-
ally modify the state information, thus influencing the
change in more later states.

In the denoting way as same as functional program-
ming, the set of functions T −→ 2 is denoted by 2T

and the set of functions T −→ SYS by SYST . In other
words, 2T = { f | f : T −→ 2} and SYST = {g|g : T −→
SYS}. Therefore, the signature of 〈oSYS, eSYS〉 becomes

〈oSYS, eSYS〉 : SYS −→ (2 × SYS)T (1)
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We recognize that context-awareness process repre-
sented by function eSYS : SYS −→ SYST does not
apply in all cases. This is expressed by observing the
output of eSYS in a more refined context: SYS is re-
placed by 1 + SYS, where 1 = {∗} containing an excep-
tion value, and eSYS : SYS −→ (1 + SYS)T is a partial
function returning either a valid output or an exception
value, in which the outcome of eSYS is deadlocked, in
the sense that the evolution of the context-awareness
observed in the state space can be undefined. In other
words, if function eSYS(c) in (1 + SYS)T and context t
in T cause eSYS(c)(t) = ∗ then it means that eSYS(c) is
undefined in t, simply denoted by eSYS(c)(t)∗.

4.2 Universal view of context-awareness

The function 〈oSYS, eSYS〉 can suggest an alternative
model for context-awareness. Instead of using this to
build the context-awareness process, context-awareness
processes and their evolution can be observed. These
can give rise to different context-awareness forms
and the context-awareness processes must thus be
scrutinized.

The universal view will equip itself with the right
“glass”—that is a tool with which to observe and which
necessarily gives rise to a particular “shape” for ob-
servation. The relation be specified is between the
input data flow as a set of contexts and the output
states depending on the particular kind of observation
we want to perform. In other words, our focus be-
comes the universe or, more pragmatically, the state
space. The observed state being produced from the
context-awareness is just one among other possible
observations. The basic concepts required to support an
observation of context-awareness processes consist of:

– A glass: �
– An observation structure: state space

〈oSYS,eSYS〉−−−−−−→ �
state space

Informally, the glass can be thought of as providing a
shape which 〈oSYS, eSYS〉 is able to deal with in each of
the above mentioned situations. From a technical point
of view, as this paper aims to make clear, the pair 〈 state
space, 〈oSYS, eSYS〉〉, as above, constitutes a coalgebra
with interface �. Coalgebras provide uniform models
for context-awareness processes.

Differently from the algebraic approach to the op-
erations, which are completely defined by a set of
operators, context-awarenesses we scrutinize here are
specified by determining their behavior. This is done

not only by an external input specification, but also
by the internal state in the state-based structure to
which there is no direct access in general. Such context-
awarenesses are inherently dynamic and have an ob-
servable behavior, but their internal states remain
hidden and have therefore to be identified if not distin-
guishable by observation. Our approaches throughout
the paper to model and calculate context-awarenesses
are characterized by:

– A state space, which evolves and persists in time;
– Interaction with environment during the context-

awareness process;

5 Bisimulation between context-awarenesses

Definition 2 A bisimulation between two context-
awarenesses 〈SYS, 〈oSYS, eSYS〉〉 and 〈SYS′, 〈oSYS′ ,

eSYS′ 〉〉 is a relation R ⊆ SYS× SYS′ with, for all c
in SYS, c′ in SYS′ and t in T

if c R c′ then
{

oSYS(c)(t) = oSYS′(c′)(t) and
eSYS(c)(t) R eSYS′(c′)(t).

In other words,

if 〈c, c′〉 ∈ R then
{

oSYS(c)(t) = oSYS′(c′)(t) and
〈eSYS(c)(t), eSYS′(c′)(t)〉 ∈ R.

Two states that are related by a bisimulation relation
are observationally indistinguishable in that:

– They give rise to the same observations, and
– Applying the same context on both states will lead

to two new states that are indistinguishable again.

The only thing we can observe about state of a context-
awareness is whether it is 1 or 0 in 2. We can offer a
context that leads to a new state. For this new state, we
can of course observe again whether it is 1 or 0.

A bisimulation between 〈SYS, 〈oSYS, eSYS〉〉 and it-
self is called a bisimulation on 〈SYS, 〈oSYS, eSYS〉〉. We
write c ∼ c′ whenever there exists a bisimulation R
with c R c′.

Proposition 1 Union (denoted by ∪) of bisimulations
on 〈SYS, 〈oSYS, eSYS〉〉 is a bisimulation.



394 Mobile Netw Appl (2013) 18:391–397

Proof In fact, if R1 ⊆ SYS× SYS and R2 ⊆ SYS×
SYS are any two bisimulations then R1 ∪ R2 is also
bisimulation because every 〈x, y〉 ∈ R1 ∪ R2 is either
〈x, y〉 ∈ R1 or 〈x, y〉 ∈ R2. In other words, it is formally
denoted by

R1 ∪ R2 = {〈x, y〉 | x R1 y or x R2 y}
�

Proposition 2 Given bisimulations R1 ⊆ SYS× SYS′

and R2 ⊆ SYS′ × SYS′′, the relational composition of
R1 with R2 denoted R1 ◦ R2 is a bisimulation.

Proof In fact, the relational composition of two bisim-
ulations R1 ⊆ SYS× SYS′ and R2 ⊆ SYS′ × SYS′′

is the bisimulation obtained by

R1 ◦ R2 ={〈x, y〉 | x R1 z and z R1 y for some z ∈ SYS′}
�

Definition 3 The union of all bisimulations on 〈SYS,

〈oSYS, eSYS〉〉 is the greatest bisimulation. The greatest
bisimulation is called the bisimulation equivalence or
bisimilarity [11], again denoted by the operation ∼.

Proposition 3 The bisimilarity is an equivalence
relation.

Proof In fact, a bisimilarity on a set of states SYS is a
binary relation on SYS that is reflexive, symmetric and
transitive; i.e., it holds for all a, b and c in SYS such that

– (Reflexivity) a ∼ a
– (Symmetry) if a ∼ b then b ∼ a
– (Transitivity) if a ∼ b and b ∼ c then a ∼ c �

6 Homomorphism between context-awarenesses

Definition 4 A homomorphism between 〈SYS, 〈oSYS,
eSYS〉〉 and 〈SYS′, 〈oSYS′ , eSYS′ 〉〉 is any function h :
SYS −→ SYS′ with, for all c in SYS and t in T

– oSYS(c)(t) = oSYS′(h(c))(t) and
– h(eSYS(c)(t)) = eSYS′(h(c))(t)

We can use a commutative diagram as a diagram of
objects and homomorphisms such that, when picking
two objects, we can follow any path through the dia-
gram and obtain the same result by composition (see
Fig. 1).

h

h

e(c)

t

c

t

c’=h(c)

e(c’)=e(h(c))

DPGA’DPGA

Fig. 1 Commutative diagram of the homomorphism h

Definition 5 A context-awareness 〈SYS, 〈oSYS, eSYS〉〉
is a “subcontext-awareness” of 〈SYS′, 〈oSYS′, eSYS′ 〉〉 if
SYS ⊆ SYS′ and the inclusion function i : SYS −→
SYS′ (i.e., i(c) = c) is a homomorphism.

For a state c′ in SYS′, let 〈c′〉 denote the subcontext-
awareness generated by c′.

Proposition 4 〈c′〉 is the smallest subcontext-awareness
of SYS′ containing c′.

Proof This can be obtained by including all states from
SYS′ that are reachable via a finite number of evolu-
tions from c′. �

Proposition 5 Given 〈SYS′, 〈oSYS′, eSYS′ 〉〉 and 〈SYS,

〈oSYS, eSYS〉〉 = 〈c′〉, the functions oSYS and eSYS are
uniquely determined.

Proof This follows from Definitions 4 and 5. �

Proposition 6 For a homomorphism h : SYS′ −→ �

and 〈SYS, 〈oSYS, eSYS〉〉 is a subcontext-awareness of
〈SYS′, 〈oSYS′, eSYS′ 〉〉, 〈h(SYS), 〈oh(SYS), eh(SYS)〉〉 is a
subcontext-awareness of 〈�, 〈o�, e�〉〉.

Proof This is as a result of the Definitions 4 and 5. �

Proposition 7 For a homomorphism h : SYS′ −→ �

and c′ in SYS′, h(〈c′〉) = 〈h(c′)〉.

Proof This is a result of the Definitions 4 and 5. �

The notions of context-awareness, homomorphism
and bisimulation are closely related, in fact

Proposition 8 The function h : SYS −→ SYS′ is a ho-
momorphism if f its relation R = {〈c, h(c)〉 | c ∈ SYS} is
a bisimulation.
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Proof Firstly, prove that homomorphism h =⇒ R =
{〈c, h(c)〉} is a bisimulation. In fact, the homomorphism
of h is given by h(eSYS(c)(t)) = eSYS′(h(c))(t) and
oSYS(c)(t) = oSYS′(h(c))(t) = oSYS′(c′)(t). Thus, if every
〈eSYS(c)(t), h(eSYS(c)(t))〉 is in R ⊆ SYS× SYS′ then
〈eSYS(c)(t), eSYS′(h(c))(t)〉 is also in R. In other words,
this is 〈eSYS(c)(t), eSYS′(c′)(t)〉 in R. R is a bisimulation.

Finally, prove the opposite way that the bisimu-
lation of R = {〈c, h(c)〉} =⇒ h is a homomorphism.
In fact, the results of bisimulation are oSYS(c)(t) =
oSYS′(h(c))(t)=oSYS′(c′)(t) and 〈eSYS(c)(t), eSYS′(h(c))(t)〉
in R. This gives rise to a definition as h(eSYS(c)(t)) =
eSYS′(h(c))(t). Thus, h is a homomorphism. �

Proposition 9 Bisimulations are themselves context-
awarenesses.

Proof If R is a bisimulation between SYS and SYS′,
then oR : R −→ 2T and eR : R −→ RT . For 〈c, c′〉 in R
and t in T, the functions of oR and eR given by oR(〈c,
c′〉)(t) = 〈oSYS(c)(t), oSYS′(c′)(t)〉 and eR(〈c, c′〉)(t) =
〈eSYS(c)(t), eSYS′(c′)(t)〉, define a context-awareness 〈R,

〈oR, eR〉〉. �

7 Context-awarenesses as coalgebras

7.1 Interfaces

The context-awareness 〈SYS, 〈oSYS, eSYS〉〉 is consid-
ered as the structure observed through the following
interface.

� = (2 × __)T (2)

Applying this interface to the observable state space
SYS, we have

� SYS = (2 × SYS)T (3)

This interface of � can be regarded as a mapping to
decompose the observable state space SYS into an
observation context (2 × __)T of the state space.

7.2 Coalgebras

Definition 6 Let � : SYS −→ SYS be a functor on the
category of states and functions. A �-coalgebra is a
pair 〈SYS, f 〉 consisting of a set SYS and a function
f : SYS −→ � SYS.

Context-awarenesses are coalgebras of the functor
�, which is defined on sets SYS by � SYS = (2×
SYS)T . Now for a context-awareness 〈SYS, 〈oSYS,
eSYS〉〉, the functions oSYS : SYS −→ 2T and eSYS :
SYS −→ SYST can be combined into one function
〈oSYS, eSYS〉 : SYS −→ (2 × SYS)T , which maps c in
SYS into the pair 〈oSYS(c), eSYS(c)〉. In this way,
the context-awareness 〈SYS, 〈oSYS, eSYS〉〉 has been
represented as a �-coalgebra 〈oSYS, eSYS〉 : SYS −→
� SYS. Through this coalgebraic representation of
context-awarenesses, there exist a number of notions
and results on coalgebras in general, which can now be
applied to context-awarenesses. Notably there are two
Definitions 7 and 8 below.

Definition 7 Consider an arbitrary functor T :
SYS −→ SYS and let (SYS, f ) and (SYS′, f ′) be
two T-coalgebras. A function h : SYS −→ SYS′ is a
homomorphism of T-coalgebras, or T-homomorphism,
if T h ◦ f = f ′ ◦ h.

In order to apply this definition to the case
of context-awarenesses, we still have to give the
definition of the functor T on functions, which is as
follows. For a function h : SYS −→ SYS′, the function
T h : (2 × SYS)T −→ (2 × SYS′)T is defined, for any
head(of the stream) in 2T and tail (of the stream)
in SYST by T(h)(〈head, tail〉) = 〈head, h ◦ tail〉. Now
consider two context-awarenesses, i.e., T-coalgebras,
〈SYS, 〈oSYS, eSYS〉〉 and 〈SYS′, 〈oSYS′, eSYS′ 〉〉, where
〈oSYS, eSYS〉 : SYS −→ T SYS and 〈oSYS′ , eSYS′ 〉 :
SYS′ −→ T SYS′. According to the definition, a
function h : SYS −→ SYS′ is a homomorphism of
T-coalgebras if T h ◦ 〈oSYS, eSYS〉 = 〈oSYS′ , eSYS′ 〉 ◦ h,
which is equivalent to oSYS(c)(t) = oSYS′(h(c))(t) and
h(eSYS(c)(t)) = eSYS′(h(c))(t), for all c and t. Note that
this is precisely the definition of homomorphism.

The commutativity is represented by the following
diagram:

SYS
f=〈oSYS,tSYS〉 � (2 × SYS)T

SYS′

h

�
f=〈oSYS′ ,tSYS′ 〉 � (2 × SYS′)T

T h

�

Definition 8 A relation R ⊆ SYS× SYS′ is called a
T-bisimulation between T-coalgebras 〈SYS, f 〉 and
〈SYS′, f ′〉 if there exists a T-coalgebra structure g :
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R −→ T R on R such that the projections π1 : R −→
SYS and π2 : R −→ SYS′ are T-homomorphisms.

The commutativity is represented by the following
diagram:

SYS � π1 R π2 � SYS′

T SYS

f

�
� T π1 T R

g

�
T π2 � T SYS′

f’

�

For a functor T : SYS −→ SYS, the family of T-
coalgebras together with the T-homomorphisms be-
tween them, forms a category [15]. In this category, a
coalgebra (�, f ) is final if there exists from any coalge-
bra precisely one homomorphism into (�, f ). The inter-
est of final coalgebras lies in the fact that they satisfy the
following coinduction proof principle [11, 13]: if there
exists a T-bisimulation between γ and γ ′ in � then γ

and γ ′ are equal. This follows the finality of (�, f ).

8 Discussions

The aim of this paper has been both to give an in-
depth analysis as well as to present the new mater-
ial on the notion of context-aware computing. In this
section, we briefly discuss our further development.
By our approach, the notion of Aspect/Component-
Oriented model for context-aware computing has
been introduced, in which contextware is oriented by
“aspect” development and stateware is oriented by
“component” approach. Aspect-Oriented Contextware
relies on “separation of concerns” in all phases of the
contextware development lifecycle, while Component-
Oriented Stateware greatly depends on pre-fabricated
“components” for building the data processing needs of
stateware. Incorporating both the emerging program-
ming approaches based on aspect [6] and component [2]
could unify the two specialized concepts of “modular-
ity” and “separation of concerns” in model.

9 Conclusions

In this paper, we have rigorously approached to the
notion of context-awareness in context-aware systems
from which coalgebraic aspects of the context-awareness
emerge. The coalgebraic model is used to formalize the
unifying frameworks for context-awareness and evolu-
tion of the context-awareness processes, respectively.
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